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IV Estimation in a Simple Regression Model

o Endogeneity
@ One solution - https://youtu.be/eoJUPd6104Q
e Model

y=>0+bix+u

@ Suppose z is a variable such that * cee thJw'r'nu:ov\
wneteg
CApril 2|
2 of2)
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https://youtu.be/eoJUPd6104Q

IV Estimation in a Simple Regression Model (cont.)

@ Examples
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Causal Inference: The Mixtape
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IV Estimation in a Simple Regression Model (cont.)

Causal Inference: The Mixtape
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IV Estimation in a Simple Regression Model (cont.)

@ z and u are uncorrelated

— instriment evua-enc.ﬂ'\/
— 2 ha¢ mo direct e#eal: oM
Y (ofter combrollivg for %)

- Z e umcrT W own'féed Vars.
— ofben diffreult o Eest
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IV Estimation in a Simple Regression Model (cont.)

@ z and x are correlated

- "V]GETU’M’“& 3’8/6\/0\/"‘:
- Z s ’b‘&,a,ée/ ko x

~ com be Lested by ectiomplimg.
x =T, + "T, z t+ v
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IV Estimation in a Simple Regression Model (cont.)

“Movements in demand and supply can produce an arbitrary scatterplot ...
which will trace out neither supply nor demand unless one of the curves is

fixed."

|

Q Q Q, x

Stock and Trebbi (2003)
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IV Estimation in a Simple Regression Model (cont.)

€.9q. \artor
G = | obbey
@ Mode
y:50~|-51)J<,—|—u \/35‘6'/8
» xand u C.o'rfelﬁkeL .
> zisan > imsh—mmt- por x 7‘ : "hw
o The instrumental variables (1V') estimator of 51 G,ébt"l/‘"c
Y@
= > (2 —2) (xi — %)
whew 2=2 4

OLS  Lorwmul o
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IV Estimation in a Simple Regression Model (cont.)

o If z and v are uncorrelated, and z and x are correlated, the IV
estimator is COMS(S‘bOné
@ The IV estimator is never {ym bl'afétL

@ In small samples, the IV estimator can have .Sllbgéaml';«'a..(
bras

Jayjit Roy (ASU) ECO 5720 April 21, 2025 10/23



IV Estimation in a Simple Regression Model (cont.)

@ Statistical Inference
» Homoskedasticity assumption

E(v?|z) = 0% = Var (u)

A N
» Asymptotic standard error of (31 o

= 2
S
T g
where SST, is the total sum of squares of x
RZ , : R-squared from the regression of x on z :

62 = n12 Zﬁ?

1
U; : IV residuals
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IV Estimation in a Simple Regression Model (cont.)

@ Note ~2
» Standard error of Bl in case of OLS o

T A set,

where SST, is the total sum of squares of x
22 _ 1 N2
6° = nfzzu,-

G OLS residuals
+ Typically R2, < 1and IV sbd. ewwer > OL .cg.l. L
» If x and z are only slightly correlated Voo

2
R%,a. is small %
skd. evror for IV eslimabr is larye

Jayjit Roy (ASU) ECO 5720 April 21, 2025 12/23



IV Estimation in a Simple Regression Model (cont.)

weak imstryments

e Note (cont.)
» If the correlation between x and z is low, we have the problem of

Corr(z,u)

* Inconsistency in the IV estimator related to Corr ()
* This inconsistency (asymptotic bias) in the IV estimator can be large

evon if 2 %k W
ave gt lf\l:\y
co’r’rﬂl ed
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IV Estimation in a Simple Regression Model (cont.)

is the instrument

+hat induces spme
of R allowing us

to find, 0. “true”
«elationship betuween
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IV Estimation in a Simple Regression Model (cont.)

o\p = 10, heps = 500, corr(x, z g O.8),'corr(x, u=0.5), corr(z,u = 0)

o y= 2x+u
4
3
ol
2
o 27
[a]
A4
0 T T T T
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data_bxiv
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IV Estimation in a Simple Regression Model (cont.)

e n =1000, reps = 500, corr(x,z = 0.8), corr(x, u = 0.5),
1=V
corr(z,u = 0)

o y=14+2x+u

154

Density

1.9 2

data_bxiv
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IV Estimation in a Simple Regression Model (cont.)
e n = 1000, reps = 500, corr(x, z = 0.01), corr(x,u = 0.5),
corr(z,u = 0)
o y=14+2x+u
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IV Estimation in a Multiple Regression Model

o Model
y1 = Bo+ Bry2 + B2z1 + 11

Sometimes called

y1 correlated with u; =

z; assumed to be uncorrelated with u; =
y» correlated with vy =

OLS estimators:

2z, instrumental variable for y»

vV v vV vy VY
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IV Estimation in a Multiple Regression Model (cont.)

@ Assumptions

E(um) =
E(Z]_ul)
E(Zzul)
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IV Estimation in a Multiple Regression Model (cont.)

e Equations

E(y1 — Bo — Pryz2 — Poz1)
Elzi(y1 — Bo — Pry2 — f2z1)] =
E[z(y1 — fo — Bry2 — Poz1)] =
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IV Estimation in a Multiple Regression Model (cont.)

@ Sample analogs

n
nt <Yi1 — fo — Pryiz — [322;1) =
i—1
n —~ —~ —~
>z ()4'1 — Bo — Pryiz — 522,'1) =
i=1
n ~ ~ —~
Yz ()/il — Bo — Pryiz — /822i1> =
i—1

@ Instrumental variables estimators
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IV Estimation in a Multiple Regression Model (cont.)

@ Need z; and y» to be

o Reduced form equation
Yo =7+ mMiz1 + T2z + V2

» Key condition
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IV Estimation in a Multiple Regression Model (cont.)

@ Note
» Structural equation

yi=00+Piye+ oz +un

» Substituting
Yo =m0+ M1z1 +T2zo + V2

» Reduced form

yi = PBo+bi(mo+mzi+ Mz + o) + fozy + 1y
" (Bo + Br1mo) + (Brmy + B2) z1 + Prmaza + (uy + Prve)

» Need IV to estimate
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