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Motivation

Examples
Ceteris Paribus: Public vs. Private University

▶ https://www.youtube.com/watch?v=iPBV3BlV7jk&list=
PL-uRhZ_p-BM5ovNRg-G6hDib27OCvcyW8&index=2

Interpretation
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Estimation

Model with k independent variables

y = β0 + β1x1 + β2x2 + . . .+ βkxk + u

Objective: estimate β0, β1, . . . βk
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Estimation (cont.)

Sample analogs

n−1 ∑n
i=1

(
yi − β̂0 − β̂1xi1 − . . .− β̂kxik

)
=

n−1 ∑n
i=1 xi1

(
yi − β̂0 − β̂1xi1 − . . .− β̂kxik

)
=

...
n−1 ∑n

i=1 xik

(
yi − β̂0 − β̂1xi1 − . . .− β̂kxik

)
=

xij : observation i for variable xj
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Estimation (cont.)

OLS estimates:
Fitted value:
Residual:
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Estimation (cont.)

Example

y (wage) x1 (educ) x2 (exper)
3.1 11 2
3.2 12 22
3 11 2
6 8 44
5.3 12 7
8.8 16 9
11 18 15
5 12 5
3.6 12 26
18 17 22
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Estimation (cont.)

y − β̂0 − β̂1x1 − β̂2x2 = 0
x1y − β̂0x1 − β̂1(x1)

2 − β̂2x1x2 = 0
x2y − β̂0x2 − β̂1x1x2 − β̂2(x2)

2 = 0

6.742 − β̂0 − 12.9β̂1 − 15.4β̂2 = 0
97.234 − 12.9β̂0 − 175.1β̂1 − 190.4β̂2 = 0
115.064 − 15.4β̂0 − 190.4β̂1 − 396.8β̂2 = 0

β̂0 = −12.317 β̂1 = 1.312 β̂2 = 0.138
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Estimation (cont.)

Properties of OLS
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Estimation (cont.)

Goodness-of-fit
R-squared

R2 =
SSE

SST

= 1 − SSR

SST

Non-decreasing in the number of independent variables, k
Adjusted R-squared

R̄2 =

As k ↑, SSR ↓ but (n − k − 1) also ↓. R̄2 may ↓ or ↑
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Expected Value

Under certain assumptions, the OLS estimators are unbiased so that

E (β̂j) =

Assumptions
▶ (MLR.1) Linear in Parameters
▶ (MLR.2) Random Sampling
▶ (MLR.3) No Perfect Collinearity
▶ (MLR.4) Zero Conditional Mean
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Expected Value (cont.)

Omitted Variable Bias
Will You Make More Going to a Private University?

▶ https://www.youtube.com/watch?v=6YrIDhaUQOE

Population model satisfying the assumptions (MLR.1) to (MLR.4)

y = β0 + β1x1 + β2x2 + u
wage = β0 + β1educ + β2IQ + u

bweight = β0 + β1smoking + β2alcohol + u

Omitting a relevant variable

y = β0 + β1x1 + u
wage = β0 + β1educ + u

bweight = β0 + β1smoking + u
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Expected Value (cont.)
Fitted values from the regression where x2 is omitted

ỹ = β̃0 + β̃1x1
w̃age =

b̃weight =

Fitted values from the regression if x2 is included

ŷ = β̂0 + β̂1x1 + β̂2x2
ŵage =

b̂weight =

Fitted values from the regression of x2 on x1

x̃2 = δ̃0 + δ̃1x1

ĨQ =

ãlcohol =
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Expected Value (cont.)

Relationship between β̃1 and β̂1

β̃1 =

If β1 is estimated with x2 omitted

E (β̃1) =
Bias =

Bias depends on
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Expected Value (cont.)

Additional explanatory variables
Other sources of bias
Inclusion of irrelevant regressors

▶ Exercise caution
▶ May affect the variance of OLS estimators
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Expected Value (cont.)

n = 500, reps = 500, corr(x1, x2 = 0.4), corr(x1, u = 0),
corr(x2, u = 0)
y = 1 + 2x1 + x2 + u
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Expected Value (cont.)

n = 500, reps = 500, corr(x1, x2 = 0.4), corr(x1, u = −0.6),
corr(x2, u = 0.2)
y = 1 + 2x1 + x2 + u
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Expected Value (cont.)

n = 500, reps = 500, corr(x1, x2 = 0.4), corr(x1, u = 0),
corr(x2, u = 0.6)
y = 1 + 2x1 + x2 + u
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Variance

Model
y = β0 + β1x1 + β2x2 + . . .+ βkxk + u

(MLR.5) Homoskedasticity

Var(u|x1, x2, ..., xk) =

Alternatively
Var(y |x1, x2, ..., xk) =

If Var(u|x1, x2, ..., xk) depends on xj
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Variance (cont.)

Under Assumptions MLR.1 to MLR.5 (Gauss Markov assumptions)

Var(β̂j) =
σ2

SSTj(1 − R2
j )

except j = 0

▶ SSTj =
▶ R2

j :

Example
wage = β0 + β1educ + β2IQ + β3exper + u

Var(β̂1) =

▶ SSTeduc =
▶ R2

educ:
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Variance (cont.)

Var(β̂j) ↑ with σ2 and thus may ↓ with additional regressors

Var(β̂j) ↓ with SSTj and thus likely to ↓ with n

Var(β̂j) ↑ with R2
j

▶ R2
j “close” to one - the “problem” of

▶ R2
j = 1 ruled out by
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Variance (cont.)

n = 1000, reps = 500, corr(x1, x2 = 0.4), corr(x1, u = 0),
corr(x2, u = 0)
y = 1 + 2x1 + x2 + u
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Variance (cont.)

n = 1000, reps = 500, corr(x1, x2 = 0.99), corr(x1, u = 0),
corr(x2, u = 0)
y = 1 + 2x1 + x2 + u
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Variance (cont.)

Additional thoughts on the inclusion of irrelevant regressors
▶ May ↑ Var(β̂j)
▶ Likely to ↓ Var(β̂j)
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Variance (cont.)

Under MLR.1 to MLR.5, σ̂2 is an unbiased estimator of σ2

σ̂2 = (n − k − 1)−1
n∑

i=1

û2
i

σ̂: standard error of the regression
Standard error of each β̂j

se(β̂j) =
σ̂√

SSTj(1 − R2
j )

except j = 0
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